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1. Introduction

Real exchange rates are important to policy makers as they are used to assess economic
competitiveness, exchange rate misalignments and for setting parities among economies
considering integration into a monetary union (Rogoff, 1996). The dynamics of the RER are
underpinned by the theory of purchasing power parity (PPP), a theory widely assumed to
hold in open economy macroeconomic models and is defined in its absolute or relative form
(Papell, 2002). The absolute version states that “the equilibrium exchange rate between
domestic and foreign currencies equals the ratio between domestic and foreign prices” while
the relative version relates “ equilibrium changes in the exchange rate to changes in the ratio
of domestic and foreign prices” (Frenkel, 1978; Salvatore, 2016). Both variants of PPP
conjecture that the RER reverts to a constant mean (mean reversion?). The appropriate
model for analysing RER dynamics for researchers and policy makers alike is challenging
because there is insufficient empirical support for the PPP in the literature and where it
exists, is fragile (Frankel & Rose, 1996; Taylor, 2002; Chortareas & Kapetanios, 2009).

Empirically, evidence of PPP or mean reversion in RER is established through linear unit root
testing of the RER series or cointegration testing methodologies3. However, studies using
these methodologies but focusing on the floating exchange rate period (post-1973 in most
advanced economies) largely fail to find evidence of PPP as the hypotheses tests lack power.
Lack of power in unit root tests and cointegration tests may arise due to relatively short
sample spans, or the incorrect application of linear models on a series whose true data
generating process is nonlinear (Sarno, 2005). As such, increasing sample size in linear
models or application of nonlinear models are the two notable ways researchers tried to
solve the low power problem. Evidence from these two tested solutions are discussed next.

The short sample span problem was resolved by researchers’ recourse to long-span studies
(at least 70 years of data) and panel studies (pooling several country currencies in the
floating exchange rate period), albeit with wavering success. While long-span studies using
cointegration tests find more evidence of mean reversion (Frankel, 1990; Diebold etal. 1991;
Cheung & Lai, 1994; Lothian & Taylor, 1996; Taylor, 2002), regime shifts and structural
breaks by mixing periods of fixed and floating exchange rates may invalidate inference and
conclusions (Froot & Rogoff, 1994; Sarno & Taylor, 2002). In comparison, unit root tests in
panel studies obviate the critique of regime shifts but have produced mixed evidence on PPP
(Abuaf & Johnson, 1990; Frankel & Rose, 1996; Taylor & Sarno, 1998; O’connell 1998; Papell
& Theodoridis, 2001; Papell, 2002). Even when panel studies find evidence in support of PPP,
they are inconclusive at best because rejection of the null of joint non-stationarity in a panel
unit root test does not imply that all series are jointly stationary as alternative hypotheses
require at least one series be stationary (Taylor & Sarno, 1998)%. Taylor & Sarno (1998)
demonstrate that it is quite common for only one stationary series in a panel to drive the

2 Mean reversion exists when PPP holds. These two terms are synonymously used in this study

3 Unit root tests are effectively a test for whether the RER is mean reverting (stationary) while cointegration
tests are tests of long-run equilibrium among the components that make up the RER.

4 Chortereas & Kapetanios (2009) devise a way in which to identify stationary and non-stationary series
within a panel while maintaining the benefits of using a panel and is the first study to conclusively find
evidence of PPP in a panel framework.
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panel unit root test towards rejection of the null. Given the above, linear models even with
long sample spans have not successfully resolved the question of whether PPP holds.

In contrast to linear models, the use of nonlinear models, and in particular nonlinear unit
root tests, has shown relatively more success in finding evidence of PPP in short sample
spans (floating exchange rate period only) without loss of power. Most importantly,
nonlinear modelling of the RER has been shown to produce evidence in support of PPP in
settings where linear unit root tests or cointegration tests have rejected the PPP (Sarno,
2000; Taylor et al., 2002; Liew et al., 2003, 2004; Anoruo et al., 2006; Bahmani-Oskooee,
2008). One of the reasons why linear models have not been as successful in modelling PPP
is that they assume away transaction costs. In Linear models, any RER deviation from
equilibrium, no matter its size, will necessarily induce arbitrage opportunities which when
exploited, will eventually drive the RER back to equilibrium at a constant rate. Realistically,
the PPP deviations must be large enough to overcompensate the transaction costs before
arbitrage opportunities can be exploited by economic agents. Transaction costs will include
aspects such as transportation costs, sunk costs of international trade as well as tariff and
non-tariff barriers to trade (Sercu et al., 1995). Therefore, in nonlinear models the speed of
adjustment of RER to equilibrium depends on the size of the PPP deviation> and this
flexibility gives nonlinear models an edge over standard linear models (Sarno, 2005). There
are two important caveats to note when using nonlinear models. Incorrectly assuming
nonlinearity and the use of wrong nonlinear specification have worse outcomes for
hypothesis testing than if the nonlinearity is ignored it altogether (Enders, 2014). Therefore,
before using a nonlinear model, one should formally test for nonlinearity and when
confirmed, additional formal tests should be conducted to choose an appropriate nonlinear
model among the many possible candidates.

For Zambia, evidence of PPP holding using linear models is not conclusive because Mungule
(2004), Bahmani-Oskooee et al. (2008), Arize (2011), Chipili (2019) find evidence in favour
of PPP while Mokoena et al. (2008) and Pamu (2011) do not®. Mungule (2004), Bahmani-
Oskooee et al. (2008) Arize (2011), cover a period which included both floating and fixed
exchange rate regimes in Zambia. Their conclusions may therefore be subject to the same
criticism as those for long-span time-series studies in which inference may be invalid due to
regime shifts. Pamu (2011) and Mokoena et al. (2008)7 focus on the floating exchange rate
period but their conclusions using linear tests may be subject to low power due to ignoring
nonlinear dynamics underlying the RER. In this regard, only the study of Chipili (2019) is the
one exception that finds evidence of PPP using the linear cointegration methodology in the
floating exchange rate. However, it is not clear whether his findings are robust to the

® For smaller deviations a low speed is expected while for large deviations, a faster speed of mean reversion is
expected

6 Others like Moono (2010) and Kanyembo & Sheefeni (2013) use bilateral real exchange rates between
Zambia and South Africa with mixed findings too. Moono (2010) uses a relatively longer time series6 and
finds no evidence of PPP while Kanyembo & Sheefeni (2013) find week evidence of PPP.

7 Mokena et al (2008) do not strictly focus on the floating exchange rate period for Zambia as their sample
begins in 1990 while floating exchange rates were introduced in 1994 and therefore, their conclusions may
be compounded by the regime shifts as well.
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additional check for PPP that requires that once cointegration is found, the cointegrating
constants should be not be statistically different from unity in absolute terms (Mark, 1990).

Bahmani-Oskooee et al. (2008), Mokoena et al. (2008), Arize (2011) and Zerihun &
Breitenbach (2016) are the only known attempts to the best knowledge of the author to
apply nonlinear models to the test of PPP in Zambia. Bahmani-Oskooee et al. (2008),
Mokoena et al. (2008) and Arize (2011) collectively report mixed results using nonlinear
approaches. However, these studies did not test for nonlinearity but assumed it altogether,
hence their conclusions are questionable. Zerihun & Breitenbach (2016) however, do test for
nonlinearity and find evidence for nonlinear adjustment in the real effective exchange rate
(REER). Their sample focusses on the floating exchange rate period unlike Bahmani-Oskooee
etal. (2008) and Arize (2011), but among the plethora of nonlinear models, their study does
not specify which one is best suited for analysing the Zambian REER. Further, none of the
studies provide empirical estimates of the range of values (which proxy transaction costs)
from which RER deviations may be judged to be large enough to induce arbitrage, and
therefore, adjustment to equilibrium.

From these identified gaps in the literature, this study answers four questions that seek to
deepen the understanding of the nonlinear dynamics present in the Zambian REER:

a) The prevalence of nonlinear adjustments in the REER if a battery of formal
nonlinearity tests are used;

b) Among the plethora of nonlinear models, the most appropriate nonlinear model that
characterizes the Zambian REER;

c) The range of values from which REER deviations can be judged to be small or large
enough to warrant any adjustment to PPP equilibrium; and

d) Whether the PPP holds in a nonlinear sense using a more powerful nonlinear
stationarity test not applied to the exchange rate during the floating period.

The study finds nonlinear adjustments in the real effective exchange rate, best modelled by
an exponential smooth transition autoregressive (ESTAR) model, are important and cannot
therefore be ignored during analyses to inform policy. The nonlinear unit root tests confirm
that real exchange rate deviations from equilibrium are mean reverting to a “no-arbitrage
band” of values estimated for the first time.

The rest of the paper is organised as follows: Section 2 describes the theoretical and
empirical literature on nonlinear testing, estimation, and nonlinear unit root tests. Section 3
describes the methodology while Section 4 outlines and discusses the empirical results.
Section 5 concludes.

2. Literature Review

Theoretically, the equation for the real exchange rate is given by

Q = SP*/P (1)



where Q is the real exchange rate; S is the domestic price of foreign currency; P* is the
foreign price level; and P is the domestic price level; PPP implies Q = 1.

In logarithmic form, equation (1) is expressed as

qt = St — D¢ T P{ (2)
Therefore, q; # 0 represents RER deviations from equilibrium or from PPP.

Tests for PPP using unit root tests investigate whether g, is a stationary process (mean-
reverting) or not. Disappointingly, there is overwhelming evidence in the literature rejecting
PPP using linear unit root tests in both developing and developed economies (Adler &
Lehman, 1983; Mark, 1990; Huzinga, 1987; Meese & Rogoff, 1988; Mungule, 2004; Mokoena
et al. 2008; Pamu, 2011; Arize, 2011).

Linear specifications of equation (2) do not account for the role of transaction costs in that
the adjustment of the RER to equilibrium is modelled as continuous and of a constant speed
regardless of the size of the deviation from PPP. However, the speed of adjustment in
nonlinear models depends on the size of the RER deviation from equilibrium (Sarno, 2005).
The literature has identified trade barriers (tariff and non-tariff barriers), transportation
costs and sunk costs of international arbitrage to be important sources of nonlinear
adjustments in RER (Dumas, 1992; Sercu et al., 1995; Obstfeld & Rogoff, 2000; O’Connell &
Wei, 2002). Nonlinearity in the RER may also reflect the tendency of traders to wait for
sufficiently large international arbitrage opportunities to open before exploiting them
(Dumas, 1992; O’Connell & Wei, 2002; Sarno, 2005). Therefore, there will be a range of
values of PPP deviations (i.e. the “no arbitrage band”), which may not be not large enough to
cover the costs of arbitrage, and therefore a perceived PPP disequilibrium may persist
because it is not economically viable to exploit (Dumas, 1992). Linear models ignore this and
assume disequilibrium of any magnitude is economically viable. Essentially, the no-arbitrage
band will consist of upper and lower limit threshold values such that PPP deviations outside
those threshold values neccessitate an adjustment to equilibrium.

Modelling transaction costs is usually done through regime-switching models such as the
Threshold Autoregressive Models (TAR) and Smooth Transition Autoregressive Models
(STAR). The empirical literature on PPP favours the use of STAR models because TAR models
imply that any observed PPP deviation outside the “no arbitrage band” will revert to the band
in an abrupt and instantaneous manner. However, Dumas (1992), Taylor et al. (2003) and
Sarno (2005) show that time aggregation will tend to smooth the transition between the two
regimes rather than be sudden. Since the RER is usually constructed with price indices made
of different goods prices each with different sizes of international arbitrage costs, a smooth
adjustment to the overall RER is more realistic (ibid).

STAR models popularised by Granger & Terasvirta (1993) are able to characterise nonlinear
adjustment of the RER which takes place in each period, and the speed of adjustment varies
with the extent of the deviation from parity. In particular, the Exponential Smooth Transition
Autoregressive (ESTAR) and Logistic Smooth Transition Autoregressive (LSTAR) are



preferred. ESTAR models are best suited for modelling mean reversion in the RER that is the
same (symmetric) whether it is above or below its equilibrium value. If however it the RER
adjusts to equilibrium in an asymmetric manner depending on whether it is above or below
equilibrium, then the LSTAR is preferred. The choice between ESTAR or LSTAR has to be
done using formal testsing procedures. More importantly, before estimating any nonlinear
model one has to test if the series under investigation is linear or nonlinear in nature
(Enders, 2014). The empirical literature reviewed is grouped into three sub-sections. The
first outlines evidence on testing for linearity, the second on the estimation of nonlinear
models and the third on nonlinear unit root tests.

There is considerable evidence in support of nonlinear adjustments in the RER in the
literature. While there are several tests for nonlinearity, the most common is the Luukkonen-
Saikkonen-Terasvirta (LST for short) by Luukkonen et al. (1988) and the Brock-Dechert-
Scheinkman test (BDS for short) by Brock et al. (1996) test. The BDS test has a general
nonlinear model alternative while the LST test has a specific smooth transition
autoregressive alternative (ESTAR or LSTAR). Between the two, the BDS test has low power
in small samples compared to the LST (Timo et al., 1992). Using the LST, literature has
established that nonlinearities are quite common in Africa (Anoruo et al, 2006), Asia (Liew
et al, 2003, 2004, 2006), Middle East (Sarno, 2000) and developed economies (Sarantis,
1999; Baum et al, 2001).

More importantly, the use of nonlinear models has overturned previously equivocal results
on the mean reversion in the RER into relatively strong support for mean reversion across
various settings including: seven advanced economies (Baum etal., 2001), 11 middle eastern
economies (Sarno, 2000) 8, 11 Asian economies (Liew et al, 2003, 2006) and 13 African
economies (Anoruo et al. 2006) °. Since most of the aforementioned studies exclusively use
the LST, they resort to non-formal ways to select the best STAR model (ESTAR or LSTAR)10.
Most studies have generally preferred the ESTAR because of its theoretical appeal in that
rational economic agents are assumed to utilize arbitrage opportunities in a similar manner
regardless of whether the RER is below or above the equilibrium value. However,
asymmetric adjustment in RER cannot be ignored as Michael et al (19970 and Sarantis
(1999) find evidence of that.

The study by Michael et al. (1997) was one of the earliest attempts to fit nonlinear models to
RER dynamics!l. They estimate five ESTAR and one LSTAR models to characterise RER
deviations from PPP for six currency pairs of advanced economies. However, they use long
span time series covering at least one century thereby mixing data from different regimes,
which compromises the statistical inference of their results (Sarno, 2005). In addition, their
study lacks nonlinear stationarity tests of the respective RERs as the nonlinear unit root tests

8 Sarno (2000) uses an error correction model linearity test by Granger & Terasvirta (1993) which is a
compatriot of the univariate LST test.

9 Zambia is not included in this sample.

19 One common way is to eyeball the shape of the transition function for symmetry (ESTAR) or asymmetry
(LSTAR)

11 All studies in this paragraph already applied nonlinearity tests before estimating nonlinear models and that
detail is omitted for brevity.
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had not been developed by then. Taylor & Peel (2001) model PPP deviations as the nominal
exchange rate deviations from equilibrium levels implied by standard monetary models.
They find evidence in favour of ESTAR as opposed to LSTAR and using the formal Terasvirta
(1994) test find that PPP deviations within 25% of equilibrium do not necessitate any
adjustment in RERs. Taylor et al. (2001) model deviations of the RER from its mean for five
advanced economies and estimate ESTAR models. The transition parameters were
statistically significantly different from zero, implying nonlinear stationarity for all the
countries. Baum et al. (2001) also estimate ESTAR models for 17 OECD countries and find
that nonlinearity best captures RER deviations and that majority of the RER deviations from
PPP, though persistent, were are not economically significant. From the above, it can be
gleaned that most studies estimating nonlinear STAR models have been conducted in
advanced economies with no known estimates from developing economies.

Testing for nonlinear mean reversion in the real exchange rate (PPP) rests on the use of a
nonlinear unit root tests of the REER series. Nonlinear stationarity tests have more power
than their linear stationary compatriots in small and large samples (Kapetanios et al., 2003).
By far, the most widely used test for nonlinear stationarity is the Kapetanios-Shin-Snell (KSS)
test (Kapetanios et al., 2003) who’s null of a unit root is pitted against the alternative of a
globally stationary ESTAR process. As this test was only developed in 2003, only studies
after 2003 applied the KSS'2 (Liew et al. 2004; Liew et al. 2006; Anoruo, 2006; Zerihun &
Breitenbach; 2016; Yildirim, 2017). In these studies, there is strong evidence in favour of
PPP via nonlinear stationarity as opposed to the use of linear stationarity tests in earlier
studies. Others like Arize (2011), Bahmani-Oskooee et al. (2008) also find evidence of
nonlinear stationarity, but because they did not perform nonlinearity tests on the real
exchange rate series, their results need to be taken with a pinch of salt. The study by Yildirim
(2017) goes beyond the KSS to include the test developed by Kili¢ (2011) and Kruse (2011)
which are modifications or extensions of the KSS test. Kruse (2011) test extends the KSS to
account for non-zero threshold values (i.e. mean reversion to non-zero values) while Kilig
(2011) is set up in a manner that implies that large currency appreciations or depreciations
should revert to a zero equilibrium level as opposed to a “no arbitrage band”. The conclusion
from all three nonlinear stationarity tests favours the PPP for the Turkish Lira. Two notable
exceptions to the use of KSS tests are Zerihun & Breitenbach (2016) and Cerrato & Sarantis
(2006) which use the Fourier stationarity test and Sollis et al. (2002) tests, respectively13.
Zerihun & Breitenbach (2016) find strong support for PPP for 11 Southern African Countries
including Zambia. The Fourier stationarity tests however, do not provide additional
information on the nonlinear dynamics as opposed to KSS, which is a test for nonlinear
ESTAR type stationarity.

2. Model Specification, Methodology and Data Sources

This section first outlines the tests employed for nonlinearity, the nonlinear model estimated
is described next and finally describes the nonlinear unit root tests employed.

12 Unless otherwise stated, all the studies included in this paragraph applied linearity tests before conducting
nonlinear unit root tests

13 The Sollis et al. (2002) tests are not commonly applied as they are a test for asymmetric nonlinear
stationarity based on LSTAR model.
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Testing for Nonlinearity and Selecting Appropriate Nonlinear Model

The Luukonen et al. (1988) or LST tests the null hypothesis that the series under
investigation is linear and can be characterised by a linear autoregressive model whereas
the alternative is that the series is a nonlinear smooth transition autoregressive process. As
can be seen, rejection of the null hypotheses favors a nonlinear model (LSTAR or ESTAR) but
the LST does not go further to select which of the two nonlinear models best fits the data. To
choose the best nonlinear model, the Terasvirta (1994) and Escribano & Jorda (1999) tests
are employed. The testing procedures for these two tests are done sequentially. They first
test for nonlinearity and if evidence of nonlinearity is found, the contingent hypotheses to be
tested is whether the series follows an ESTAR or LSTAR model. The test by Escribano & Jorda
(1999) is more powerful than that of Terasvirta (1994) because Escribano & Jorda (1999)
show that the Terasvirta (1994) test is likely to falsely detect LSTAR model in the presence
of larger error variances or the presence of non-zero thresholds in a RER series (Escribano
& Jorda,1999). Both tests are applied in this study and the ESTAR model is favoured.

Estimation of Nonlinear Model

The ESTAR model is estimated using nonlinear least squares. A general STAR model is
usually presented as

p p
qe = Z(.Biqt—i) + Z(,Biqt—i) ®[0:qi—q —c] + € (3)

where ®[8: q;_4 — c] is the transition function that determines the degree of mean reversion
and is governed by the parameter 8 > 0 which is the speed of mean reversion; the integer
d > 0isthe delay parameter; and c is the threshold value. Since the ESTAR model is selected,
the transition function ®[6:q;_4 — c¢] in equation (3) will be the the exponential function
shown in equation (4)

P[0: qr_ql = 1 —exp{~y(qe_qa — c)*}, ¥>0 4)

Substituting equation (4) into equation (3) yields the ESTAR model in which mean reversion
behaviour is the same regardless of whether g, is above or below the threshold value (c¢).

For purposes of this study’s objectives, the most important parameters to be estimated will
be the threshold value c and the speed of adjustment y.

Nonlinear Unit Root Tests

Two nonlinear unit root tests are employed in this study, the KSS test by Kapetanios et al.
(2003) and the Kruse (2011) test. Both tests are derived in a manner akin to the augmented
Dickey Fuller test. Thus, the equation of interest is given in equation (5) as
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p
AG, = Z pjAGe—; + tht_l{l — exp(=y(Je-1 — )} + & (5)

i=1

where ¢, ~ iid(0,0?) ; G, is the demeaned series of the real exchange rate i.e. §; = q; — Ugs
¢ is the threshold value; and y, is the sample mean of gq,.

Testing for nonlinear stationarity is a test of whether the parameter for the speed of
transition is statistically different from zero i.e.

Hy:y =0 {Not stationary}
Hy:y > 0 {Nonlinear stationary} (6)

If the threshold value c in equation (5) is set equal to zero, then the hyotheses test in equation
(6) is the KSS because it is designed to test for symmetric adjustment around a zero threshold
value. Otherwise, the hypotheses tests in equation (6) form the Kruse (2011) test. Therefore,
the Kruse (2011) test is essentially a modified version of the KSS by allowing the possibility
that the real exchange rate may revert to a threshold value different from zero. Since y is not
identified under the null, testing for y can only be possible through a Taylor series
approximation of the ESTAR model to get an auxiliary regression that is used to derive LM-
type test statistics4. As the asymptotic distribution of the KSS and Kruse (2011) statistics
are not standard, critical values are obtained from Kapetanios et al. (2003) and Kruse (2011)
respectively, as they are derived from Monte-Carlo simulations. Rejection of the null implies
that the series is nonlinear stationary.

Data

Data was obtained from the Bank of Zambia for the period July 2000 to March 2020 at the
monthly frequency giving a sample size of 223. This sample is chosen to reflect the shift in
trading partners that occurred in 2000, which in turn changed the computation of the REER.
This revised REER series what is currently being used by the Bank of Zambia.

3. Empirical Results and Analysis

It is most common to model deviations from PPP using a de-meaned series of the real
effective exchange rate or real exchange rate. Therefore, a de-meaned real effective exchange
rate series is analysed for the rest of this section and presented in the chart below.

14 See Kapetanios et al (2003) and Kruse (2011) for details on testing procedures
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Time Plot of De-Meaned Kwacha Real Effective Exchange Rate
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The REER series declines steadily> from the beginning of the sample and bottoms out in
2008 when it begins to an upward trajectory until the end of the sample period. The REER
exhibited smaller cyclical peaks and troughs, perhaps intimating some sort of oscillation of
the REER between undervaluations and overvaluations. To demonstrate the poor
performance of the linear unit root methodologies, a linear unit root test on the REER is
conducted (Table 1).

Table 1: Linear Unit Root Rest on REER Series

ADF! ADF? PP! PPz
Actual value | -2.0030 -1.3960 -1.7958 -1.1093
Critical values
1% | -3.458 -3.9976 -3.4580 -3.9974
5% | -2.8737 -3.4290 -2.8736 -3.4290
10% | -2.5740 -3.1380 -2.5733 -3.1379

Note: The superscript * denotes tests with intercept only while the superscript 2 denotes tests with intercept and trend.
ADF is the augmented Dickey Fuller test and PP the Phillips Perron test

Linear unit root tests in Table 1 indicate that the REER is non-stationary at all conventional
significance levels. This implies that PPP does not hold in the Zambian case hence the
justification for non-linear models. The application of nonlinear models to the REER is done
in a 3-step process: firstly, tests for nonlinearity and selection of appropriate nonlinear
model are conducted. Secondly, the chosen nonlinear model is estimated. Finally, nonlinear
unit root tests are conducted and interpreted.

5 A decline (rise) in the REER is effectively an appreciation (depreciation) since the nominal exchange in the
REER computation is defined as Kwacha units per US Dollar.
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Step 1: Testing for Nonlinearity and Selecting Appropriate Nonlinear Model

Application of the linearity test by Luukonen-Saikkonen and Teravirta (1988) reveals that
the REER in Zambia is nonlinear in nature (Table 2). Thus, using a linear unit root testing
procedure outlined above will likely bias the findings towards the rejection of the null due
to low power. Evidence of nonlinear dynamics in the REER is also reported by Zerihun &
Breitenbach (2016).

Table 2: Luukonen-Saikkonen-Terasvirta Tests for Linearity

Null Hypothesis F-statistic  d.f. p-value
Hps:by =by, =bs =b, =0 2.005031 (16,187) 0.0147**
Hpsz:by =b, =b3 =0 2.483545 (12,191) 0.0048***
Hpz:b; =b, =0 1.222887 (8,195) 0.2874
Hpi:by =0 1.511764 (4,199) 0.2001

Note: the bi’s are parameters from the LST auxiliary regression which if are all simultaneously null, confirms
linearity otherwise, nonlinear smooth transition autoregressive model is appropriate; ** denotes significance
at 5% level, *** denotes significance at 1% level, * denotes significance at 10% level

The LST test firmly establishes that REER is best modelled as a STAR model since H,; and

Hy, are rejected. To identify the appropriate STAR model to use, the Terasvirta (1994) and
Escribano & Jorda (1999) tests are employed (Tables 3 and 4).

Table 3: Terasvirta (1994) Tests for Choosing Appropriate STAR Model

Null Hypothesis F-statistic d.f. p-value
Hos: b3 =0 4.813536 (4,191) 0.0010***
Hgp: b, =0[ b3 =0 0.935956 (4, 195) 0.4442

Note: The Terasvirita (1994) rule is to choose an ESTAR if the p-value for Hy, is smaller than H,5, otherwise the
LSTAR model is selected; *** denotes significance at 1 % level

From Table 3, the Terasvirta (1994) test recommends the use of an LSTAR because the p-
value for Hyz is smaller than that for H,,. However, the more powerful Escribano-Jorda tests
in Table 4 recommend the use of the ESTAR model as opposed to LSTAR?S.

16 The choice of ESTAR or LSTAR by Terasvirta (1994) and Escribano & Jorda (1999) can also be understood
as arejection of the linearity or REER
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Table 4: Escribano-Jorda Tests for Choosing Appropriate STAR Model

Null Hypothesis F-statistic d.f. p-value

Hop=b, =b, =0 23977  (8,187) 0.0175**
Hog =b; =bs =0 21142  (8,187) 0.0364**

Note: Hyg is the null that favours ESTAR if p-value of Hyg > p-value of Hy,, if p-values of Hyg and Hyare <0.05
** denotes significance at 5% level

All the three tests (LST, Terasvirta and Escribano-Jorda) have strictly rejected the use of a
linear model in favour of a nonlinear STAR model. Further, the Terasvirta (1994) and
Escribano-Jorda tests recommend the use of different LSTAR and ESTAR models,
respectively. Estimating an LSTAR model implies that there is an asymmetric adjustment in
the REER when it deviates from its equilibrium value, a plausible but not favoured
perspective by economists as there are strong a priori expectations that REER adjustments
should be the same for an under-valuation or over-valuation (Sarno, 2005). The ESTAR
model is therefore selected based on the more powerful Escribano-Jorda test and parameter
estimates are presented in the next section.

Step 2: Estimation of the ESTAR Model

G, = 1.5863,_, — 0.817§,_, — 0.070§,_5 + 0.340§,_, — [—0.513F,_, +

0.6904§,_,0.292§,_5 — 0.5394,_,][1 — exp {—101.566(d,_s + 0.098)2}]
(1.78) (29.7)
[0.0758] [0.000]

R? = 0.966; Breusch-Godfrey LM test =1.675 [0.1900]; DW = 1.981; S.E of Regression=0.040
t-statistics are in () and square brackets contain p-values and the serial correlation tests are
part of robustness.

While only t-statistics and p-values for the slope and threshold parameters are indicated, the
standard errors and p-values for the other coefficients are shown in the appendix, the
majority of which are significant. The threshold variable is interpreted to mean that if the
absolute value of the REER deviation from the mean is above 0.098, it shall take five months
before REER begins to revert to equilibrium, all else being equal.

Other than checking that residuals are not serially correlated, the second most important
diagnostic for nonlinear models is to look out for any remaining nonlinearity (Tables 5 and
6). The additive nonlinearity tests are performed on the residuals to check for any remaining
additive nonlinear aspects that may not have been modelled. The tests rely on the Terasvirta
(1994) and Escribano & Jorda (1999) tests which both strongly reject omission of additive
nonlinearity.
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Table 5: Additive Nonlinearity Tests
Terasvirta Tests

Null Hypothesis F-statistic d.f. p-value
Hyps: b3 =0 1.600268 (4, 185) 0.1760
Hy,: b, =0| by =0 1.434925  (4,189) 0.2240
Hyp;: by =0|by, =b; =0 2.191882  (4,193) 0.0714*

Escribano-Jorda Tests

Null Hypothesis F-statistic d.f. p-value
Hop =b, =b, =0 1.198408 (8, 181) 0.3022
Hog =b; =b; =0 1.388470  (8,181) 0.2041

Note: For both Terasvirta and Escribano & Jorda tests, additional nonlinearity is confirmed if all hypotheses
are rejected; * denotes significance at 10% level

The encapsulated nonlinearity test is a test for higher order regime STAR models. According
to Table 6, there are no additional regimes beyond those identified by the nonlinear model
estimated.

Table 6: Encapsulated Nonlinearity Tests
Terasvirta Sequential Tests

Null Hypothesis F-statistic d.f. p-value
Hys: by =0 0.7326 (8,175) 0.6625
Hgz: b, = 0] by =0 1.6024 (7,183) 0.1371
Hgy: by =0|b, =b; =0 1.4019 (7,190) 0.2066

Escribano-Jorda Tests

Null Hypothesis F-statistic d.f. p-value
Hop =b,=b, =0 1.1138 (15,167) 0.3475
Hog =b; =b3; =0 1.3618 (15,167) 0.1716

Note: For both Terasvirta and Escribano & Jorda tests, additional nonlinearity is confirmed if all hypotheses
are rejected.

Step 3: Nonlinear Unit Root Tests

Testing for PPP is essentially a test of stationarity i.e. whether the REER reverts to its long-
run equilibrium value if deviations from the threshold values are large enough. Therefore,
having estimated the nonlinear model, nonlinear unit root tests are performed on the REER.
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From Table 7, both the KSS and the Kruse (2011) statistics are significant at the 5% level.
This implies that the REER is stationary in a nonlinear manner thereby confirming that the
PPP holds in Zambia.

Table 7: Nonlinear Stationarity Tests of KSS and Kruse (2011)

KSS KRUSE (2011)
STATISTIC -3.20%* 10.31%*
CRITICAL VALUES
1% -3.48 13.75
5% -2.93 10.17
10% -2.66 8.60

Note *, ** and *** are the significance at 1%, 5% and 10% respectively

Linear unit root tests could not establish support for the existence of PPP during the floating
exchange rate period. This perhaps signals the low power of linear unit root tests both in
terms of short sample size and nonlinearities in the data. This is evidenced by the rejection
of linear data generating processes in favour of the nonlinear process using the LST test.
Therefore, the “no-mean reversion” conclusions by Pamu (2011) and Mokoena et al. (2008)
may be due to their use of linear methodologies for the REER series whose data generating
processes is nonlinear. Besides this study, only Zerihun & Breitenbach (2017) find evidence
of nonlinear dynamics in the REER during the floating exchange rate period.

As regards the estimation of the nonlinear model, the most critical parameters i.e. threshold
value and the speed of adjustment have been found to be significant. This shows that if the
absolute deviation of REER from its mean exceeds 0.098, the REER is expected to begin its
reversion to equilibrium after five months. It is a different research question altogether to
establish which of the prices adjusts to equilibrium, whether it’s the nominal exchange rate
only, foreign price, domestic price, or a combination of the two or three of them. Using two
nonlinear unit root tests to testing of PPP in the Zambian case, it has been found that both
favour the assertion that the PPP holds in the Zambian case. The conclusions on the KSS echo
those found by Arize (2011) and Bahmani-Oskooee et al. (2008) despite these studies using
a sample period that spans fixed and floating exchange rate regimes and not testing for
nonlinearity. To the best knowledge of the author, this is the first time the Kruse (2011)
nonlinear unit root test is used in developing economies south of the Sahara, and for the
Zambian economy. The only other known study by Yildirim (2016) also finds congruency in
the conclusions between the KSS and Kruse (2011) tests for the Turkish economy. However,
the Kruse (2011) test has more power as it allows for mean reversion to non-zero threshold
values.

4. Conclusion

Linear models have been applied to the real exchange rates over the past 40 years, with
equivocal results, casting doubt in the practical usefulness of the purchasing power parity
theory. However, since most real exchange rates have nonlinear data generating processes,
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linear models have low power to detect evidence of mean reversion compared to their
nonlinear counterparts. Zambia is no exception as most studies have shown no empirical
support for mean reversion of the real exchange rate using linear methodologies. This study
finds considerable evidence of nonlinear dynamics in the REER using a battery of linearity
tests and, the exponential smooth transition autoregressive model is selected as the better
nonlinear model to use. Nonlinear mean reversion of the REER is formally established using
more powerful nonlinear unit root tests, implying that REER deviations larger than the
estimated non-zero threshold values will not be persistent, but will eventually revert to
equilibrium. Equilibrium in this case is not a point estimate but rather a range of values, (the
“no-arbitrage band”) whose upper limit is the estimated threshold value in absolute terms.

From a policy standpoint, unequivocal evidence of nonlinearity in the REER implies that not
all REER deviations from PPP should be deemed as possible misalignments of the REER.
Rather, the central bank should employ nonlinear models of the sort used in this study to
provide some threshold values from which to assess the magnitude of REER deviations.
Nonlinearity implies that the speed of adjustment to equilibrium is an increasing function of
the REER deviation. Therefore, if REER deviations are judged to be large, monetary
authorities, may decide to smoothen the anticipated sharp reversion in the REER directly
(through measured intervention in the foreign exchange market) or indirectly through the
adjusting policy rate. Additional areas of research worth considering would be to assess the
half-life of shocks to REER deviations as well as identifying which variables are responsible
for adjustment: nominal exchange rate, foreign prices, domestic prices or combination of all
or some of these variables.
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APPENDIX

Threshold Autoregressive Model (De-meaned data)

Dependent variable g,
Coefficien
Variable t  Std.Error t-Statistic Prob.
Threshold Variables (linear part)
Oa 1.586198 0.118077 13.43357  0.0000
> -0.816553 0.173248 -4.713211  0.0000
Qi3 -0.069916 0.211321 -0.330853 0.7411
Ois 0.339923 0.193620 1.755623  0.0807
Threshold Variables (nonlinear part)
Oa -0.513147 0.162665 -3.154627 0.0019
Qi 0.689714 0.226010 3.051699 0.0026
s 0.291892 0.279319 1.045012  0.2973
Ois -0.539357 0.205324 -2.626861 0.0093
Slopes
SLOPE 101.5644 56.89555 1.785103 0.0758
Thresholds

THRESHOLD -0.097944 0.012591 -7.778974  0.0000
R-squared 0.965840 Mean dependent var -0.070152
Adjusted R-squared 0.964280 S.D.dependent var 0.209873
S.E. of regression 0.039666 Akaike info criterion ~ -3.569565
Sum squared resid 0.309951 Schwarz criterion -3.408564
Log likelihood 379.4500 Hannan-Quinn criter.  -3.504457

Durbin-Watson stat 1.981634
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Transition function Graph
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Correlogram for residuals from Threshold Regression

C-statistic probabilities adjusted for 4 dynamic regressors
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Residual vs fitted graph from Threshold Regression
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The KSS test Regression Results

Dependent variable: Ag,

Variable Coefficient Std. Error t-Statistic Prob.
AQ, 4 0.311636 0.065246 4.776315 0.0000
AQ,_, -0.093651 0.068358 -1.370001 0.1721
AT, -0.051669 0.068339 -0.756059 0.4504
AQ,_, 0.116935 0.067966 1.720505 0.0867
AT, -0.057222 0.065199 -0.877648 0.3811
~3
0 -0.182038 0.056715 -3.209711 0.0015
R-squared 0.138003 Mean dependent var -0.001793
Adjusted R-squared 0.118847 S.D.dependent var 0.042962
S.E. of regression 0.040329 Akaike info criterion -3.557875
Sum squared resid 0.365941 Schwarz criterion -3.468462
Log likelihood 416.9346 Hannan-Quinn criter. -3.521812
Durbin-Watson stat 1.978074

The Kruse (2011) test auxiliary regression

Dependent Variable: AQ,

Variable Coefficient Std. Error t-Statistic Prob.
~3
G -0.246465 0.077642  -3.174398 0.0017
~2
0, 0.069854 0.037159 1.879870 0.0614
AQ; 0.323959 0.065389 4954317 0.0000
AQ;_, -0.081431 0.069388  -1.173566 0.2418
AQ, s -0.032865 0.068919  -0.476863 0.6339
AQ,_, 0.120977 0.066005 1.832839 0.0681
R-squared 0.140269 Mean dependent var -0.001342
Adjusted R-squared 0.121248 S.D.dependent var 0.043417
S.E. of regression 0.040700 Akaike info criterion -3.539662
Sum squared resid 0.374365 Schwarz criterion -3.450522
Log likelihood 416.6007 Hannan-Quinn criteria -3.503712
Durbin-Watson stat 1.977069
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Variance-Covariance Matrix for the Kruse (2011) Auxilliary Regression

G’ G; AG,, AG, , AT, AG, ,

~3

; 0.006028 -0.002022 -0.000187 -0.000882 -0.000577 -0.000668

~2

q; -0.002022 0.001381 3.02E-05 0.000326 0.000261 0.000333
A, -0.000187 3.02E-05 0.004276 -0.001313 0.000547 0.000126
AQ,_, -0.000882 0.000326 -0.001313 0.004815 -0.001432 0.000633
AQ, 5 -0.000577 0.000261 0.000547 -0.001432 0.004750 -0.001267
AQ,_, -0.000668 0.000333 0.000126 0.000633 -0.001267 0.004357
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